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Abstract

It has recently been proposed that lower mutation rates in gene bodies compared with upstream and downstream sequences in Arabidopsis thaliana are the result of an “adaptive” modification of the rate of beneficial and deleterious mutations in these functional regions. This claim was based on analyses of mutation accumulation lines and on population genomics data. Here, we show that several questionable assumptions were used in the population genomics analyses. In particular, we demonstrate that the difference between gene bodies and less selectively constrained sequences in the magnitude of Tajima’s D can in principle be explained by the presence of sites subject to purifying selection and does not require lower mutation rates in regions experiencing selective constraints.
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Monroe et al. (2022) have made the intriguing claim that functionally significant regions of the genome in Arabidopsis thaliana, notably gene bodies, have lower mutation rates than genomic regions that are subject to lower levels of selective constraints. This claim was based on analyses of sequence data from mutation accumulation lines, as well as population genomics data from natural populations. Their analysis of the mutation experiments has recently been criticized by Liu and Zhang (2022). Hence, our purpose here is not to further evaluate the experimental evidence on whether de novo mutations are less likely to occur in gene bodies than in flanking sequences but rather to question whether such an effect can reliably be inferred from the population genomic data.

It is first important to note that Monroe et al. (2022) made several inaccurate statements about the population genetics of selection and mutation. For example, they asserted that “the common observation that genetic variants are found less often in functionally constrained regions of the genome is believed to be due solely to selection after random mutation.” In fact, several standard population genetics methods developed to test for selection on DNA sequence variants, such as the HKA test (Hudson et al. 1987), were designed to take into account possible differences in mutation rates among different genes or genomic regions. The common use of comparisons of synonymous versus nonsynonymous polymorphism or divergence levels as indicators of purifying selection on nonsynonymous mutations, described in standard texts such as Graur and Li (2000) and Charlesworth and Charlesworth (2010), also largely corrects for possible mutation rate differences between different genomic regions, by comparing nucleotides from the same coding sequences.

Second, variation in mutation rates across the genome has been documented many times (e.g., Smith et al. 2018). In some cases, highly localized differences in mutation rates have been found to correlate with polymorphism and divergence levels (Rejns et al. 2015). Such variation does not challenge standard evolutionary theory; population genetics theory incorporates mutation rates as well as the strength of selection when modeling levels of variability within populations and divergence between populations over time (see Charlesworth and Charlesworth 2010).

It is important to note that mutation rate heterogeneity does not imply that mutations of a certain type are more likely to arise when they are favored by selection. This possibility has commonly been raised as a challenge to neo-Darwinism; such claims have repeatedly been found to be inconsistent with the data (Charlesworth et al. 2017). Although Monroe et al. (2022) do not appeal to directed mutation of this kind, they compared their concept of mutational bias to mutations behaving as rolls of loaded dice, in which there is a reduced probability of rolling deleterious mutations and an increased probability of rolling beneficial mutations. It is unclear, however, how their postulated mutational bias could increase the frequency of beneficial mutations relative to that of deleterious mutations.

Indeed, the evolution of reduced mutation rates in gene bodies would simply be a special case of the well-studied process of selection for lower mutation rates in response to mutational load, which explains the existence of
elaborate error-correction mechanisms that greatly reduce the genome-wide mutation rate \((\text{Drake et al. 1998})\). Modeling shows, however, that selection coefficients on modifiers of mutation rates are very small when mutation rates have reached the levels characteristic of contemporary species \((\text{Drake et al. 1998; Lynch et al. 2016})\). This finding alone casts doubt on the “adaptive mutation bias” suggested by \text{Monroe et al. (2022)}—and thus also on its significance in “challenging a long-standing paradigm regarding the randomness of mutation”—but it does not definitively rule it out.

**The Effects of Purifying Selection and Mutation Rates on Estimates of Tajima’s \(D\)**

The major argument from the population genomic data presented by \text{Monroe et al. (2022)} in favor of lower mutation rates in gene bodies comes from estimates of Tajima’s \(D\) statistic \((\text{Tajima 1989b})\). They estimated \(D\) over 100 base-pair windows for 1,135 genomes sampled from world-wide natural populations of \text{A. thaliana} and found lower mean \(D\) values in gene bodies than in upstream and downstream regions. In attempting to distinguish between variation in the mutation rate versus variation in the strength of selection as the underlying explanation of observed levels and patterns of variation, they stated that “reduced mutation rates lead to less negative \(D\), whereas purifying selection leads to more negative \(D\).” They then asserted that “if \(D\) is more negative in regions with lower polymorphism, this could indicate that purifying selection is the dominant force underlying lower rates of variation. By contrast, if \(D\) is less negative in regions of low polymorphism, this would indicate that lower mutation rate is the primary force responsible for lower rates of variation.”

There are several problems with these statements and interpretations. First, \text{Monroe et al. (2022)} stated that “Theory shows that ... lower mutation rate causes a depletion of rare alleles (fewer young alleles),” that is it causes an apparent skew away from rare variants in the site frequency spectrum (SFS) of segregating variants, relative to the equilibrium neutral expectation. Tajima’s equations \((\text{Tajima 1989b})\) were, however, based on the infinite sites mutational model \((\text{Kimura 1971})\), under which the product of the effective population size and the mutation rate is so small that a given polymorphic site segregates for only an ancestral and a single derived variant, and the SFS is independent of the mutation rate. This model is probably very accurate for \text{A. thaliana}, whose sequence variability is very low within local populations \((\text{Nordborg et al. 2005})\), so that this statement of \text{Monroe et al. (2022)} cannot be correct.

Nevertheless, it is true that the expected value of \(D\) is affected by a sequence’s net mutation rate (the product of its number of bases and the mutation rate per nucleotide site; \text{Tajima 1989b}), even for neutral variation in a population at equilibrium with respect to mutation and genetic drift. This is true even under the infinite sites model, where there is by definition no skew toward low frequency variants. This is because the \(D\) statistic involves the ratio of a measure of the skew in the SFS to its standard deviation for a population at neutral equilibrium. The numerator of \(D\) is equal to the difference between the number of differences between a pair of sequences \((k)\), and the number of segregating sites in the sample \((S)\) divided by Watterson’s correction factor \(\alpha\), (see Equation [S1a] in the Supplementary Material online). The function in the denominator that represents the standard deviation of \(D\) increases more slowly with the number of segregating sites in the sample \((S)\) than does the numerator (whose expected value is zero at neutral equilibrium), and the two are correlated in such a way that the expectation of \(-D\) becomes increasingly large as the expectation of \(S\) increases. The expectations of both \(S\) and \(-D\) are thus increasing functions of the mutation rate, generating a negative correlation between the level of polymorphism and \(-D\) across loci with different mutation rates. A formal demonstration is provided in the Supplementary Material online, section 1 (see Equation S7). Because of this property, \(D\) is not a good statistic for quantifying the skew in the SFS for population genomic data, and alternative statistics have been proposed for this purpose \((\text{Scheaffer 2002; Langley et al. 2014; Becher et al. 2020})\). The use of this statistic is especially problematic for short sequences, such as those used by \text{Monroe et al. (2022)}, since \(S\) must fluctuate greatly between windows, even with a large sample size, and a substantial proportion will have \(S = 0\), causing \(D\) to be set to zero.

These considerations alone do not, however, address the question of why there should be a smaller mean value of \(-D\) in gene bodies than in adjacent upstream or downstream regions, as seen in figure 2 of \text{Monroe et al. (2022)}. We show here that this can be explained either by a difference in mutation rates between these genomic regions (as they proposed) or by the fact that gene bodies contain a mixture of nearly neutral and selected sites, notably synonymous and nonsynonymous sites. Importantly, the population genomic data from \text{A. thaliana} show considerable departures from the assumptions needed for the standard equilibrium model to be applied to neutral or very weakly selected 4-fold degenerate and intergenic sites. For example, figure 1 of \text{Nordborg et al. (2005)} shows that mean \(\theta_w\) (Watterson’s measure of diversity per basepair, based on the number of segregating sites; \text{Watterson 1975}) for intergenic sites in a sample of 96 genomes is approximately 33% larger than mean \(\pi\), the pairwise diversity per basepair. This implies the existence of a distortion in gene trees toward longer than expected external branches, likely to be caused either by population expansion, hitchhiking, or both (reviewed by \text{Charlesworth and Jensen 2021}), as do the strongly negative mean \(D\) values for upstream and downstream sequences reported by \text{Monroe et al. (2022)}.

To deal with this problem, we have developed the following simple model, which enables Tajima’s \(D\) statistic to be calculated for a mixture of neutral and selected sites and illuminates the contributions of both selection and
the mutation rate to the shape of the SFS for such a mixture. Importantly, the effects of both the mutation rate and selection on $D$ are strongly affected by the level of distortion of the SFS in neutral sequences, with large reductions in the magnitude of $D$ in sequences containing sites subject to selection being much more marked when there is a high degree of skew of the SFS toward low frequency variants in neutral sequences.

The model assumes that the proportion of effectively neutral sites in the genomic segments under consideration is $p_w$. Segments that contain only neutral sites ($p_w = 1$) have a mean pairwise nucleotide site diversity $\pi_w$ and a mean Watterson’s theta per nucleotide site of $\theta_{w}$. In general, $\pi_n \neq \theta_{w}$, with the relationship between them being determined by demography and the effects of selection at linked sites. Selected sites are assumed to be subject to such strong selection that deleterious alleles are present at a mean frequency of $\bar{q}$ per site, where $\bar{q}$ is the infinite population value for equilibrium between mutation and selection. We also assume that $\bar{g} << 1/n$, where $n$ is the number of haploid genomes sampled from the population; this implies that the selection coefficients against the deleterious mutations are much greater than the mutation rate per site multiplied by $n$. The probability that a site subject to selection is segregating for a deleterious variant is then approximately $2 \bar{q}$. The means of $\pi$ and $\theta_{w}$ at the selected sites are approximately $2 \bar{q}$ and $\bar{q} / \theta_{w}$, respectively.

For the further mathematical development of this model, see section 2 of the Supplementary Material online. The formulae derived there enable calculations to be made of the approximate mean values of Tajima’s $D$ and another measure of the distortion of the SFS toward low frequency variants, $\Delta \theta_{w} = 1 - \pi / \theta_{w}$ (Becher et al. 2020). A complication in applying these formulae to the results of Monroe et al. (2022) is that their figure 2 shows only the genomic means of $\bar{D}$ and the total numbers of variants estimated from sets of 100 bp windows; the mean numbers of segregating sites ($S$) per 100 basepairs are not presented. It is, however, possible to estimate a mean $S$ for a set of 100 basepairs from the mean $D$ value for a neutral sequence, given the corresponding mean $\pi$ value, as shown in section 3 of the Supplementary Material online. Figure 2 of Monroe et al. (2022) shows that $\bar{D}$ for upstream and downstream sequences far from gene bodies is approximately 0.9, a very high value that corresponds to a $\Delta \theta_{w}$ of approximately 0.54 for the sample size of 1,135 genomes used by Monroe et al. (2022), assuming a $\pi$ value of 0.003 (see supplementary table S1, Supplementary Material online). Given a $D$ value for a neutral or nearly neutral part of the genome, application of the corresponding neutral $S$ to the equations in part 2 of the Supplementary Material yields estimates of $\bar{D}$ and $\Delta \theta_{w}$ for the gene bodies, using the model described above. The results are conditional on the assumed proportion of neutral versus strongly selected sites in the gene bodies, and on the assumed strength of selection.

Figure 1 shows the results for a range of selection coefficients $(s)$ against deleterious mutations, using several different values of $\bar{D}$ for purely neutral sequences, including the case when there is no distortion of the gene trees (as shown above, $\bar{D}$ is slightly negative in this case). Three different values of the neutral diversity $\pi_n$ were used, corresponding to three different mutation rates; $u$ for all classes of site was set to $7 \times 10^{-9}$ (Liu and Zhang 2022) for the middle $\pi_n$ value, 0.003; $\pi_n = 0.006$ and 0.0015 correspond to mutation rates 2-fold higher and lower than this, respectively. The proportion of neutral sites in the gene bodies was set to 0.45, consistent with a high proportion of nonsynonymous mutations being subject to strong purifying selection, with the remaining nonsynonymous and silent mutations behaving as neutral or nearly neutral. The selection coefficients were determined on the basis that selection in the highly selfing populations of A. thaliana is predominantly against homozygous mutations, so that $\bar{q} = u/s$ for strongly selected variants, where $s$ is the selection coefficient against mutant homozygotes; assigned mean frequencies of deleterious mutations were used to determine $s$.

It can be seen that, with sufficiently strong selection, $\bar{D}$ with a mixture of neutral and selected sites is less than $\bar{D}$ for neutral sites, that is the ratio of the two values is less than 1, reflecting the fact that there are far fewer polymorphisms in the sample at selected sites. The ratio decreases with the strength of selection, as does $\Delta \theta_{w}$. This is despite the fact that segregating selected sites have only singleton variants, which is the maximum possible skew toward low frequencies in the SFS. Importantly, these results show that, in principle, there is a wide range of selection coefficients for which the magnitude of $\bar{D}$ is substantially smaller in sequences with a mixture of neutral and strongly selected sites than in purely neutral sequences with the same mutation rate, the pattern observed by Monroe et al. (2022). These results also demonstrate that, for the same strength of selection, the magnitude of $\bar{D}$ increases with the mutation rate, but here there is no difference in mutation rate among neutral and mixed sequences. In contrast, $\Delta \theta_{w}$ for mixed sites decreases with the mutation rate, except when there is no skew in the neutral SFS, at which point it is independent of the mutation rate (panel D). The values of $\Delta \theta_{w}$ for the largest selection coefficients in figure 1 are approximately the same as the corresponding values for neutral sites (see supplementary table S1, Supplementary Material online), reflecting the fact that very strongly selected mutations do not segregate in samples of the size used here.

Some insight into the reason for the behavior of $\bar{D}$ as a function of the proportion of neutral sites and the strength of selection can be obtained as follows. Here, the numerical results (supplementary table S1, Supplementary Material online) show that, unless $\bar{D}$ for neutral sequences is close to 0, the main determinant of $\bar{D}$ is the “theoretical value” obtained by substituting $k$ and $S$ into Equation (S1a), so that:
With sufficiently strong selection, deleterious mutations contribute very little to the values of \( \bar{k} \) and \( \bar{S} \) for mixed sequences, so that \( k \approx p_n k_n \) and \( S \approx p_n S_n \); if there is a skew toward low frequency variants at neutral sites, \( k_n < S_n \alpha_1^{-1} \). Furthermore, for large sample sizes \( e_2 \ll e_1 \), and the denominator is approximated by \( \sqrt{e_1 p_n S_n} \), yielding:

\[
\bar{D} \approx \frac{\bar{k} - \bar{S} \alpha_1^{-1}}{\sqrt{(e_1 - e_2)\bar{S} + e_2 S^2}} \tag{1a}
\]

It follows that \( \bar{D} < 0 \), and its magnitude increases with \( p_n \) with a maximum when all sites are neutral. However, if selection is sufficiently weak, deleterious mutations contribute to both \( \bar{k} \) and \( \bar{S} \), and the skew toward low frequency variants is higher at the sites under selection, so that this result breaks down. If neutral sites are close to equilibrium, Equation (1) is invalid, again leading to failure of this argument. A large value of \( \bar{D} \) for neutral sites, as in figure 2 of Monroe et al. (2022), is the most favorable situation for detecting an effect of the proportion of neutral sites and the strength of selection on \( \bar{D} \), consistent with the results shown in figures 1 and 2. Equation (S11) in section 2 of the Supplementary Material online shows that \( -\bar{D} \) for neutral sites increases with the mutation rate; by the above argument, this implies that mixed sequences with sites under strong selection also have higher values of \( -\bar{D} \) with higher mutation rates, consistent with the results in figure 1. In addition, it can be shown that, for a given value of \( \bar{D} \) for neutral sites, the mean number of neutral segregating sites, \( \bar{S} \), increases more slowly with an increase in mutation rate than does the mean pairwise number of differences, \( \bar{k} \) (see the last paragraph of section 3 of the Supplementary Material online).

Again, with sufficiently strong selection, this will also apply to the mixed sites. Since \( \Delta \theta_{\bar{w}} = 1 - \bar{k} / \bar{S} \), this means that an increase in the mutation rate for a given value of \( D \) at neutral sites is associated with a reduction in \( \Delta \theta_{\bar{w}} \) for mixed sites, provided that selection is sufficiently strong (as seen in fig. 1).
Difficulties With Population Genetic Inferences in *A. Thaliana*

The large values of $-D$ in figure 2 of Monroe et al. (2022) raise some questions that were not discussed by the authors. The value of the scaled mutation rate $M$ for a sequence of 100 nucleotides in *A. thaliana* used in their data analyses and simulations is approximately 0.3. Substituting this into Equation (S6a) with their sample size of $n = 1135$, we have $-\bar{D} \approx 0.039$ for a neutral equilibrium model, which is far smaller in magnitude than the values of 0.8–1.0 in their figure 2 and Extended Data figure 6. There are several possible causes of these large values of $-D$. One is the action of purifying selection on the variants in question, as discussed above, but this seems unlikely to apply to upstream and downstream sequences that are probably under relatively weak selective constraints (Monroe et al. 2022). In addition, a rapid recent population expansion, or several other demographic processes, can cause an increased skew toward rare neutral variants (Tajima 1989a), although this could be offset by the high degree of population structure observed in *A. thaliana* (Sharbel et al. 2000; Nordborg et al. 2005), which causes an excess of intermediate frequency variants when individuals are sampled from multiple populations (Wakeley and Aliacar 2001).

The very low effective recombination rate in *A. thaliana*, caused by the high level of homozygosity associated with its high frequency of self-fertilization (Nordborg et al. 2005; Monroe et al. 2022), is likely to result in a strong effect of background selection caused by linked deleterious mutations (Charlesworth et al. 1993; Barrett et al. 2014). This can distort gene genealogies toward longer external branches, giving a higher frequency of rare neutral variants than in the absence of selection, as is seen in simulations of self-fertilizing populations (Charlesworth et al. 1993). Indeed, simulation results with constant population sizes, presented in the Extended Data Figure of Monroe et al. (2022), showed large values of $-D$ both inside and outside gene bodies; these must reflect the effects of background selection. With the very low effective rate of recombination in *A. thaliana*, these effects would be expected to extend over considerable genomic distances and so are unlikely to be the sole explanation for the differences between gene bodies and flanking sequences seen in their figure 2. In addition, *A. thaliana* has had a very complex demographic history involving post-glacial spread from several refugia, as well as experiencing a high degree of population structure (Sharbel et al. 2000; Fulgione et al. 2017). This must cause the site frequency spectra at neutral sites in the world-wide samples used by Monroe et al. (2022) to differ greatly from expectations based on simplified population genetic assumptions.

In summary, the nontrivial interactions between population history, population structure, and the effects of purifying and background selection in *A. thaliana*, particularly as modulated by its low effective recombination rate, require more careful modeling before claims for important
effects of mutation heterogeneity on patterns of variability can be accepted. The simple model that we present here does not, of course, deal with these complexities, which present formidable (and possibly insuperable) problems for inference (Johri et al. 2022). It suffices, however, to show that the magnitude of Tajima’s D can be affected by the presence of sites under purifying selection in a way that is consistent with the patterns reported by Monroe et al. (2022), without requiring any mutation rate differences. Thus, while their “adaptive mutation bias” is valid as a hypothesis, our results demonstrate that it is premature as a conclusion.
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